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  摘 要:人工智能(artificialintelligence,AI)的引入为高校舆情分析和管理提供了新的视角和工具,但现有

AI在决策过程中缺乏透明性和可解释性,加之受限于单一模型,降低了决策方案的普适价值与优化潜力.针对以上

问题,探讨了如何通过多AI模型协同决策与优化,提高高校舆情管理的效率和质量.首先选取2023年高校舆情热

点案例,构建专注于高校舆情领域的垂直数据集,并利用 AI技术进行数据分析和特征提取.其次,为增强 AI评价

过程中的可解释性和公平性,构筑多维度多角色评价体系,提出舆情智能指数(POII)和智能迭代优化指数(IIOI),

用于量化评估AI模型在舆情管理中的表现和自我修正能力.最终,通过实验发现,多AI模型协同决策与优化方案

相较于单一AI模型,能显著提高AI在舆情管理领域生成决策方案的效率和质量.
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高校作为教育和科研的重要场所,舆论的处理好坏对学校的声誉、学生的心理健康,以及教育环境的稳

定性都有着不容忽视的影响[1].AI的引入为高校舆情分析和管理提供了新的视角和工具,能够协助高校管

理层更准确地理解公众情绪和反应,从而采取更有效的策略来应对和引导舆论[2].但在实践中,局限于使用

单一AI模型进行辅助分析,而单一AI模型往往无法一次性生成高质量的解决方案,需要通过连续迭代过

程进行方案优化与精炼,同时其在设计方案时可能受限于模型内嵌的知识范畴和处理能力,可能面临透明度

和公正性的挑战[3].为解决这些关键问题,需要构建一套可靠的量化指标,并使用多维度、多角色评估,以全

面考量AI系统在舆情管理中的表现,避免单一模型和单一指标带来的片面性.

1 相关工作

1.1 观点梳理

在早期舆情治理研究中,集中在对舆情传播过程进行建模和仿真,徐瑛等[4]提出了多智能体理论、元胞

自动机模型、复杂网络理论等系列仿真理论.张权等[5]通过制定一系列规则和标准,使用系统分析视角构建

网络舆情管理模式,对舆情信息进行分类、过滤和排序,从而实现对舆情的有效管理.
随着深度学习和神经网络技术发展,学者逐渐采用新技术探究舆情治理模式.王晰巍等[6]通过构建深度

神经网络模型对舆情数据进行特征提取和分类,使用CNN卷积神经网络对情感分类进行训练和测试.刘定
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等[7]针对单一预测模型预测精度不高和社交媒体对舆情走势影响较大的问题,提出了融合微博热点分析和

长短期记忆神经网络(longshort-termmemory,LSTM)的舆情预测方法,构建了用于舆情时序数据分析的

网络舆情预测系统.
在大语言模型兴起之后,其卓越的文本处理能力在舆情治理中得到了广泛应用.然而,相关研究表明,这

类模型的生成内容并非总是可靠的.AIYAPPA等[8]指出,在处理大量复杂数据时,这些模型有时会产生不

准确或不透明的输出.有学者指出,构建具有可解释性的AI系统能够提升其决策过程的可信度与透明度.例
如,CHINU等[9]提出,基于透明化规则约束的模型架构能有效提升AI系统的解释能力,从而在关键领域实

现更精准的决策.但单一AI模型的局限性逐渐暴露,因其通常依赖于特定的数据集进行训练,模型难以在复

杂的现实场景中泛化,特别是在开放式任务和推理任务中,容易出现看似合理但虚假的信息输出[10].为应对这

些问题,学者提出了多种改进策略,例如引入多样化数据集、结合人类监督、通过多模型协作等[11-14].
1.2 问题提出

基于研究现状与问题剖析,本研究将基于AI评价与反馈,通过融合多个AI模型的解决方案,以期得到

更高质量、更高效率的舆情应对策略.具体研究问题有以下4点:

1)RQ1:如何有效地设计和构建专注于高校舆情的垂直领域数据集,并自动化处理舆情数据?
本文基于2023年国内高校舆情热点数据,构建针对高校舆情的细分数据集,依据事件类型、敏感性级别

及时间周期性等多维度对舆情案例进行深度分类,进一步根据数据特征量身定制自动化prompt,实现对

5个主流GAI平台的舆情数据自动分发与处理.
2)RQ2:如何通过多维度和多角色评估来量化AI在舆情管理中的表现,进而确保决策过程的可靠性与

透明度?
本文提出舆情智能指数(publicopinionintelligenceindex,POII),从6个独立维度出发,综合考量各

GAI平台在舆情管理中的表现.并根据舆情事件中涉及的主体角色,设计4种评价视角,全方位评价AI生成

的决策方案.
3)RQ3:在舆情管理和其他AI驱动系统中,如何量化评估AI在接收反馈后的自我修正效果?
本文设计智能迭代优化指数(intelligentiterativeoptimizationindex,IIOI),通过综合评估AI系统在反

馈迭代过程中的效率、连续性与改善幅度,探索各AI模型的修正过程,并量化评价整体修正能力.
4)RQ4:在综合多模型AI生成的决策方案的基础上,如何利用协同决策机制高效整合各模型的优势,

以达到优化舆情应对方案的目标?
通过分析各模型针对特定舆情案例的反馈和评价,使用RQ3中最终方案得分最高和综合修正能力最强

的AI模型对整体方案进行优化,优化过程中识别并强化各方案亮点,并对缺陷部分进行改进,从而生成高

效高质量的舆情应对方案.

2 多AI模型协同决策与优化方案方法与实验

2.1 高校舆情领域的数据集构建与数据的自动化特征提取

首先,依托清博舆情平台(https://yuqing.gsdata.cn/),对2023年高校教育领域的热点事件进行筛选与

分析,选取情感倾向为负面的典型事件作为初始数据集,具体案例为:C1(天津某高校助学金不公正评价事

件),C2(江西某高校食堂食品出现异物事件),C3(重庆某高校导师师德师风问题事件),C4(苏州某高校复试通

知确认时间过短事件),C5(齐齐哈尔某校体育馆坍塌事件).其中,数据集含内容主体数据(主贴/源文数据、评
论/回复数据、转发/引用数据)、元数据(时间戳数据、位置数据)、用户身份数据(用户画像数据、影响力数据).

其次,基于SimilarWeb(https://github.com/similarweb)选取访问量排名靠前的国内外大语言模型:

ChatGPT-4、Perplexity、Claude、文心一言和智谱清言,设计4维度分类标准,采用附录表S1格式进行自动

化处理,完成舆情数据特征标注.由此,得到了包含案例基本信息和标注特征的高校舆情的垂直领域数据集.
在自动化分发与回收案例环节,采取同质性测试和异质性测试的复合策略设计prompt,整体流程如附

录图S1所示.其中同质性测试为对各AI模型输入的统一提示词,异质性测试则结合各AI模型特点对提示
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词进行二次微调,以发挥各平台最佳性能,最后对5个AI生成的决策方案进行统一收集整理.
2.2 决策能力的多维度与多角色量化评估

通过第一部分,得到了各AI针对不同舆情事件生成的详细决策方案.面对数量庞大且领域跨度广泛的

决策方案,如果需要评价各方案的优劣,使用多领域专家人工评审等传统评价方式,将面临计算负担重、时间

消耗长、人力成本高以及评价主观性强等诸多挑战.为克服这些障碍并构建一个智能化、全自动、跨模型的

AI共识框架,需要使用AI自动化技术对生成的决策方案进行评价.
然而,AI评价过程本质上是不透明的“黑盒”操作,由于全过程没有人工参与,不可避免地具有评价过程

的公平性、透明性和可解释性等要素较差的问题.因此,必须对评价过程进行严格的标准化,并构筑多方位的

评价和反馈机制.鉴于此,本部分基于历史舆情管理方法,提出“舆情智能指数(publicopinionintelligencein-
dex,POII)”这一创新性概念,旨在多维度量化评估AI舆情管理表现.POII是一个综合性指标,由附录表S2
所示的6个关键维度d 构成,每个维度均涉及AI处理舆情问题时的核心能力,基于不同维度在实际场景中

的影响力强度,分别设定维度权重wd.
为充分体现社会不同主体角色对舆情决策的反馈,可以设计多方评价机制,使用上述GAI平台,建立序

列R={r1,r2,r3,r4},r1 至r4 分别代表学生、学校、政府官员和社会人士4种主体角色.角色基于不同观点

与社会身份,评价各方案的侧重点有所不同,各维度权重也会随角色身份的改变而发生变化.基于POII标准

分别对舆情方案进行自动化打分.对于每种角色r,结合2.1中案例的标注特征,考虑不同角色在事件中的影

响力和重要程度,设置角色权重wr.
具体评价流程如图1所示,首先对各AI生成的决策方案进行集中公示,不同主体角色对每个方案在各

维度上进行评分,分数范围为1至10,设角色r对方案a在维度d上的评分为Srad.之后考虑角色的权重计算

方案在每个维度上的加权平均分Sad,具体公式如下:

Sad =
∑r∈R

ωr ×Srad

∑r∈R
ωr

. (1)

  最后结合维度权重wd,计算每个方案的总得分Sa,具体公式如下:

Sa =∑d∈R
ωd ×Sad. (2)

  根据每个方案的总得分进行排名,得分高的方案被认为表现更优,表1为各AI的对于多个舆情案例进

行分析产生决策方案后,决策方案的平均得分情况.其中ri 与di 分别表示多个案例决策方案在不同角色、不
同维度下的得分平均值.

通过垂直对比不同 AI模型处

理舆情应对策略的能力发现,各 AI
模型在决策方案的相关性与全面性

维度上表现较为优秀,反映出AI在

理解舆情事件本质及其复杂性方面

具有较强的把握;但各AI模型在风

险评估的灵活性与适应性维度上表

现相对较弱,暴露出AI在预测潜在

风险及调整策略以应对突发情况的

能力上存在限制.其中,ChatGPT在

综合评估各关键维度后绩效卓越.
此外,从角色评价来看,各 AI

模型提出的决策方案普遍受到学校和政府官员的高度评价,可能体现出AI在进行舆情处理时更加注重学

校和政府官员感受.
AI模型具备学习与自我优化的能力,当其接收到基于POII指数的结果反馈后,理论上能够通过迭代学

习进一步细化其决策生成过程,从而优化决策结果.下一步应该分析如何衡量AI的修正能力,探索AI基于
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智能响应优化指数预期修正幅度有多大.
表1 基于舆情智能指数(POII)进行多角色多维度评价结果

Tab.1 Multiroleandmulti-dimensionalevaluationresultsbasedonpublicopinionintelligenceindex(POII)

AI模型 r d1 d2 d3 d4 d5 d6 维度加权平均分 总得分

ChatGPT r1 8.5 8.4 7.9 8.3 7.4 7.1 7.93 7.91

r2 8.3 8.1 8.1 8.0 7.7 7.8 8.00

r3 8.2 7.6 7.8 8.2 7.4 7.5 7.78

r4 8.5 8.4 7.8 7.7 7.4 7.7 7.92

Perplexity r1 7.4 7.7 6.7 7.1 6.9 6.4 7.03 7.11

r2 7.4 7.2 6.9 7.2 6.6 6.8 7.02

r3 7.3 7.5 7.6 7.4 7.1 7.0 7.32

r4 7.2 7.4 6.8 7.5 6.6 6.7 7.03

文心一言 r1 8.2 7.6 7.5 7.6 7.5 7.0 7.57 7.72

r2 8.5 8.1 7.8 7.8 7.4 7.5 7.85

r3 8.3 7.8 7.4 7.8 7.3 7..4 7.67

r4 8.8 7.7 7.8 7.8 7.6 7..8 7.92

智谱清言 r1 8.5 7.8 7.4 7.4 6.6 6.4 7.35 7.36

r2 8.1 7.5 7.8 7.3 6.9 6.8 7.40

r3 7.4 7.2 7.6 7.6 7.4 7.3 7.42

r4 7.3 7.0 7.6 7.6 6.4 6.8 7.12

Claude r1 7.6 7.2 7.1 7.4 6.7 7.0 7.17 7.35

r2 7..9 7.2 6.9 7.4 7.2 7.5 7.35

r3 7.6 7.6 7.6 7.3 7.5 7.4 7.50

r4 7.6 7.2 7.4 7.7 7.3 7.5 7.45

2.3 探索AI模型修正过程

使用多轮迭代优化过程可以在现有AI技术能力范畴内最大化产出高质量决策方案,即AI以动态的反

馈接收与自我校正能力促进决策结果的自动优化.针对AI系统自我修正能力的量化评估需求,本研究构建

了智能迭代优化指数(intelligentiterativeoptimizationindex,IIOI)这一量化指标,以综合评估AI系统在获

得反馈后实施自我校正效能的多维度表现.IIOI专注于三大评估维度:整体改善幅度、修正效率以及修正过

程的连续性,以衡量AI系统在经历连续反馈循环后的自我优化能力.
一轮完整的迭代优化流程如下:首先,借助上述实验中的POII指数,对决策方案进行多维度评估,并将

详细评价标准与各维度得分反馈给各AI系统,以指导其产出相应的迭代方案;其次,统一收集各AI系统生

成的迭代方案,并再次使用POII指数对结果进行量化分析,从而计算出各修正方案的综合质量,并据此评

估AI系统的自我优化能力.
第i轮迭代后,可以基于POII得到修正后的方案得分Pi.通过对修正方案得分的连续观察,可以判断

AI系统是否已经达到或超越了最佳修正状态,如多轮迭代后修正方案得分保持不变或开始下降,则证明其

已达到最佳修正,设此时迭代轮数为n.当达到最佳修正或最大迭代轮数nmax时,得到最终修正方案与方案得

分Pn.设未修正初始方案得分为P0,则此AI系统的优化幅度C 为:

C=
pn -p0

pmax-p0
. (3)

优化幅度C 是AI系统修正能力的直观体现,实验中设最大迭代轮数nmax为10.
修正效率反映了AI系统在接收反馈并进行自我修正以达到最优效果所需的迭代次数.在这里,定义修

正效率为E,其可以通过以下公式来量化:

E=(1-
n

nmax

)×100%, (4)
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其中,n 代表达到预定性能目标所需的迭代轮数,nmax 为规定的最大迭代轮数.当AI连续两次较小的n值意

味着更高的修正效率,即AI系统能够在较少的迭代次数内达到最佳的性能目标.
对于AI系统在连续多轮迭代中表现的一致性和稳定性,可以采用标准差σ作为量化工具,以评估系统

性能表现的波动性.假设有一个序列P={p1,p2,…,p4},pi 代表AI系统在i轮迭代中的性能表现,其平均

性能表现为μ,则该AI系统的可靠性稳定指数R 可以通过以下公式计算得出:

R=σ=
1
n∑

n

i=1
(pi-μ)

2. (5)

  通过对修正能力C、修正效率E 和可靠性稳定指数R 三者进行标准化处理,并计算三者平均分得到智

能迭代优化指数(IIOI).智能迭代优化指数可以反映AI系统修正迭代过程的综合能力,不仅适用于舆情管

理,也能够拓展到工业生产、医疗诊断等多个领域,应用于各种AI驱动的决策和响应系统,为在不同应用场

景下评估AI系统的自我修正能力提供更加灵活和精确的工具.
表2为各GAI平台针对案例C1、C2、C3、C4、C5达到最佳修正状态时的平均迭代轮数、优化幅度C、修

正效率E、可靠性稳定指数R 和IIOI指数.
表2 各模型得到最佳方案的迭代次数与修正能力

Tab.2 TheNumberofiterationsandcorrectioncapabilityforeachmodeltoobtaintheoptimalsolution

模型 迭代次数 初始得分 最终得分 C/% E R

ChatGPT 4.2 7.91 9.62 81.82 0.58 0.55

Perplexity 3.6 7.11 9.33 76.82 0.64 0.68

文心一言 2.4 7.72 9.25 67.11 0.76 0.60

智谱清言 2.8 7.36 9.42 78.03 0.72 0.64

Claude 2.4 7.35 9.33 74.72 0.76 0.72

  从实验数据可知,尽管各AI模型的优化策略都能提升决策方案的质量,但这些模型往往无法在单次迭

代中实现最优化状态,而是需经历多轮迭代和细致修正才能达到理想结果.具体而言,ChatGPT在迭代优化

过程中展现出较高的方案质量提升,但同时也伴随着较多的迭代次数,其智能迭代优化指数(IOII)相对较

低.相反,文心一言和Claude模型虽然在效率上表现更为出色,却在最终方案的综合得分上稍显不足.综合来

看,单一AI模型在迭代优化过程中难以同时达成效率和方案质量的最优平衡.此外,部分AI模型由于知识

库和性能限制,在迭代过程中出现性能不稳定,甚至方案质量不仅未能提升,反而出现退步,这进一步降低了

整体的优化效率.
2.4 多AI模型协同决策与优化方案

在RQ3中探索了AI修正过程,并发现了单一AI模型在迭代优化过程中难以同时达成效率和方案质

量的最优平衡,而高校舆情相较于一般舆情事件,需要效率更高且针对性强的优质决策方案.为此需要找到

一种新的优化修正方式,能够同时满足时效性和优质性要求.考虑到不同AI模型有着各自的知识库和决策

生成策略,在性能不变的前提下,综合各AI模型的决策方案,是否能够提高修正方案的生成效率和质量?
为探究这一问题,本研究选择RQ3中最终方案得分最高与综合修正能力最强(反映为智能迭代优化指

数(IOII)最高)的两个AI模型———ChatGPT与Claude,分别向其输入最初5个AI模型针对案例C1、C2、
C3、C4、C5生成的决策方案以及初始各维度得分,利用Prompt使AI模型综合考虑各方案的优点,去除或

改善其不足之处,进而形成一个优化后的新方案.将两个模型生成的新方案再次基于舆情智能指数(POII)进
行评价,并继续输入两个AI模型生成的第一轮优化方案以及各维度得分,重复以上过程并记录各模型每轮

迭代得分情况.
表3为综合多模型决策方案后,ChatGPT与Claude每轮迭代生成优化方案的具体得分,得分为综合

C1、C2、C3、C4、C5决策方案的平均得分.
与之对比,表4为RQ3实验中单一AI模型迭代修正过程中的得分数据,得分为综合C1、C2、C3、C4、

C5决策方案的平均得分.
从实验数据对比可以看到,在结合多AI模型的决策方案进行优化后,ChatGPT与Claude在第4轮迭
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代时得分相较于单一AI模型的优化过程均有了一定程度的提升.对于ChatGPT,模型从第一轮协同迭代开

始就展现出了较强的优化能力,决策方案的平均得分由初始7.91分上涨至9.42分,且在第3轮迭代后分数

就超越了自己作为单一模型时最佳优化方案的得分.对于Claude,虽然在多AI模型协同优化过程中,前两轮

迭代分数不如自己作为单一模型优化时,但从第4轮迭代开始分数反超,并最终在第4轮也保持了较高水

平,超越了自己作为单一模型时最佳优化方案的得分.综合来看,对于ChatGPT,结合多AI模型的决策方案

进行优化能够激发模型快速生成优质决策方案的潜力,大幅提升模型的修正效率和修正幅度,从而提高综合

修正能力(IOII),而对于Claude,这种方式让模型的修正幅度上限得到了提升,形成了更加平衡的优化过程.
表3 多AI模型协同决策方案优化过程

Tab.3 OptimizationprocessofmultiAImodelcollaborativedecision-makingscheme

模型 初始得分 第1轮迭代 第2轮迭代 第3轮迭代 第4轮迭代

ChatGPT 7.91 9.42 9.56 9.72 9.75

Claude 7.35 8.46 8.72 9.12 9.36

表4 单一AI模型决策方案优化过程

Tab.4 Optimizationprocessofdecision-makingschemeforasingleAImodel

模型 初始得分 第1轮迭代 第2轮迭代 第3轮迭代 第4轮迭代

ChatGPT 7.91 8.76 9.30 9.46 9.50

Claude 7.35 8.54 9.33 9.31 9.32

  综上,在高校舆情场景下,为追求决策方案生成的高效性和优质性,通过多AI模型协同决策与优化方

案,能够借助各模型的互补性弥补单一模型在处理复杂舆情场景时的不足,从而产生既迅速又高效的优化决策.

3 结 论

本文为进一步研究如何更好发挥AI在高校舆情管理中的作用,首先构建了高校舆情领域的垂直数据

集,并采用AI分析技术对数据进行深度标注和特征提取.其次提出了舆情智能指数(POII)这一量化指标,从

6个维度、4种角色评价各模型决策方案优劣,在一定程度上增强了AI评价过程中的可解释性和公平性.在
方案评估中,发现不同AI模型在提出决策方案时会偏向不同角色,此外现有模型在风险评估、灵活性与适

应性上还存在进步空间.由此,对AI收到反馈后的迭代过程进行了研究,提出智能迭代优化指数(IIOI)综合

量化AI模型的修正能力,并在实验中发现单一AI模型在迭代优化过程中难以同时达成效率和方案质量的

最优平衡.而为解决这一关键问题,进一步在高校舆情管理领域首次引入了多AI模型协同决策与优化方案,
在性能不变的前提下综合多AI模型方案进行迭代优化,并最终验证,相比于单一AI模型的优化过程,此方

案对于优化的效率及最终方案的优质性都有一定程度的提升,更加适用于高校舆情管理领域,为后续AI在

高校舆情管理中的深入应用提供了方向.

  附录见电子版(DOI:10.16366/j.cnki.1000-2367.2024.08.23.0001).
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Researchonuniversitypublicopinionmanagementbasedonmulti
AImodelcollaborativedecisionmakingandoptimizationscheme

HeJing1a,ChenYiran1b,DaiTianyu2

(1.a.InstituteforAdvancedStudiedinHumanitiesandSocialSciences;b.SchoolofArtificialIntelligence,BeihangUniversity,

Beijing100191,China;2.SchoolofMathematicsandComputerSciences,NanchangUniversity,Nanchang330031,China)

  Abstract:Theintroductionofartificialintelligence(AI)providesanewperspectiveandtoolforanalyzingandmanaging
publicopinionincollegesanduniversities.However,theexistingAIlackstransparencyandinterpretabilityinthedecision-mak-
ingprocess,andislimitedbyasinglemodel,whichreducestheuniversalvalueandoptimizationpotentialofthedecision-mak-
ingscheme.Inresponsetotheaboveissues,thisarticleexploreshowtoimprovetheefficiencyandthequalityofpublicopinion
managementinuniversitiesthroughcollaborativedecision-makingandoptimizationusingmultipleAImodels.Firstly,selectthe
hotcasesofpublicopinioninuniversitiesin2023,constructaverticaldatasetfocusingonthefieldofpublicopinioninuniversi-
ties,anduseAItechnologyfordataanalysisandfeatureextraction.Secondly,inordertoenhancetheinterpretabilityandfair-
nessoftheAIevaluationprocess,amultidimensionalandmultiroleevaluationsystemisconstructed,andthePublicOpinion
IntelligenceIndex(POII)andIntelligentIterativeOptimizationIndex(IIOI)areproposedtoquantitativelyevaluateAImodels'
abilitiesofperformanceandselfcorrectioninpublicopinionmanagement.Ultimately,throughexperiments,itwasfoundthat
collaborativedecision-makingandoptimizationsolutionswithmultipleAImodelscansignificantlyimprovetheefficiencyand

qualityofAIingeneratingdecision-makingsolutionsinthefieldofpublicopinionmanagementcomparedtoasingleAImodel.
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  附 录

表S1 自动分类prompt设计格式

Tab.S1 Automaticclassificationpromptdesignformat

需求 Prompt设计 目的说明

高敏感事件分类 “根据文本内容判断敏感性级别:高、中、低.” 识别舆情数据的敏感性级别,对高敏感事件进行优先处理.

情感极性分析 “分析文本的情感极性:正面、负面、中性.” 了解舆论的情感倾向,为情绪分析和舆情响应提供依据.

事件类型分类

 

“分类此文本所述事件:校园事件、教学活动、

学生生活等.”

根据事件类型组织和分析数据,有针对性地

处理不同种类的舆情.

表S2 舆情智能指数(POII)关键维度、定义和量化标准

Tab.S2 Keydimensions,definitions,andquantitativestandardsofpublicopinionintelligenceindex(POII)

编号 关键维度 定义 量化方法 权重

d1 决策方案相关性(relevance) 方案与舆情事件匹配程度 方案文本与舆情事件描述间的语义相似度 wd1

d2

 

决策方案全面性

(comprehensiveness)

方案考虑问题的角度和

解决措施的全面性

方案覆盖的问题维度和措施类型

 

wd2

 

d3

 

实施可行性

(feasibility)

方案的实施难度和所需

资源的可获得性

资源需求、时间框架、技术难度等

因素综合评估

wd3

 

d4

 

预期效果

(expectedoutcome)

方案实施后预期达到的效果

 

预估实施方案后的变化

 

wd4

 

d5

 

风险评估

(riskassessment)

方案可能带来的风险和负面

影响的识别与评估

潜在风险及其发生概率和影响程度

 

wd5

 

d6

 

灵活性与适应性

(flexibilityandadaptability)

方案在遇到预期之外情况时的

调整和适应能力

备选方案数量、调整难度等级,

以及预测和准备程度

wd6

 


