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基于信噪比度量的多奇异值修正估计

顾勇为a,李新娜a,郭淑妹a,李国重a,刘长健b

(信息工程大学a.基础部,b.地理空间信息学院,郑州450001)

摘 要:针对线性模型的复共线性问题,提出了基于信噪比度量的多奇异值修正估计.复共线性对模型中各个

参数的危害是有差异的,用信噪比估值可将其度量,以此将参数按危害程度的不同进行分类,同时得到对应设计矩

阵的复共线性对参数估计危害的机理.以此为据,结合OR估计及TSVD估计的思想,提出了新算法 MSVC估计.论
证了 MSVC估计是对TSVD估计和OR估计形式的统一.比较了 MSVC估计、LS估计和 OR估计各自的特点.MS-
VC估计的优势在于,与LS估计相比,其偏差略有增加,换取方差较大下降;与OR估计相比,其方差略有增加,换取

偏差较大下降.通过数值试验,表明了 MSVC估计的解算精度较高.
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许多大地测量数据处理过程中,常常遇到病态方程求解问题,在误差存在的条件下其解极不稳定.Tik-
honov正则化方法、TSVD正则化方法等是解决这一问题的有效途径[1-4].这些方法不断改进,陆续成功应用

到大地测量等领域,如利用多基线观测数据的PolInSAR植被高反演[5]、卫星测高与船载重力测量数据融

合[6]、利用GPS垂直位移反演区域陆地水储量变化[7].Tikhonov、TSVD等正则化方法也在实际工作的推动

下,不断被优化和改进[8-17].目前,这些方法在实际应用中尚未达到令人满意的效果,一个重要原因是这些方

法的构造还不够精细,特别是没有充分利用具体问题中有关病态性的关键信息,采取对症下药的有力措施,
导致这些方法在克服病态性对参数估计的危害时针对性不够强.

正则化方法既然是求解病态问题的一种手段,就应该针对病态问题的特点对症下药制定策略,而病态性

的特点,特别是细节部分往往隐藏在反问题之中不易获得,然而对于病态性的表现和危害等情况能否进行深

入细致地掌握将直接关系到解算方法的科学有效性.文献[11]利用了病态性对参数估计影响的度量结果,把
该信息运用到克服病态问题的正则化方法之中,按每个参数LS估计信噪比估值的大小不同,将待估参数区

分为两类:涉扰参数、非涉扰参数,并对这两类参数的估计作不同强度的调整修正,提出了基于信噪比检验的

部分奇异值双参数修正估计(PSVC).深入研究发现,通过信噪比检验简单地将待估参数分为两类(涉扰参数

和非涉扰参数)比较粗糙,本文根据信噪比检验的结果,将待估参数分为多类,再作有针对性的正则化处理,
以进一步提高解算精度.

1 MSVC估计的模型与算法

大地测量数据处理常用如下线性模型:
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L=AX+Δ,

E(Δ)=0,Cov(Δ)=σ20In,{ (1)

其中A 为列满秩的n×t阶矩阵.令􀭾L=AX 则L=􀭾L+Δ.设计矩阵A 的奇异值分解为A=UΛVT,其中,U=
(u1,u2,…,ut);V= (v1,v2,…,vt);UTU=It;VTV=VVT=It;Λ=diag(σ1,σ2,…,σt);其中σ1⩾σ2⩾…⩾
σt >0为设计矩阵A 的从大到小的奇异值.模型(1)的LS估计可表为

XLS=∑
t

i=1

uT
iL
σi

vi=∑
t

i=1

(
uT

i
􀭾L

σi
+
uT

iΔ
σi

)vi. (2)

  LS估计的优良性特别体现在观测值服从正态分布的条件下,这是一个方差最小的无偏估计,因此,它是

最为普遍采用的基本估计方法.然而,在实际应用中,即便观测值服从正态分布,当参数之间产生近似线性相

关的关系,法矩阵N=ATPA近似于奇异矩阵,此时LS估计的效果也不好,甚至非常之差[1,3].为克服病态性

问题对参数估计的危害,构造

Φ=‖ÂX-L‖2P +αΩ(̂X)=min
X̂
, (3)

其中 ‖·‖2P 表示加权欧氏范数,所求之解X̂ 使Φ 达到最小.式(3)中第1项是残差平方和,第2项Ω(̂X)称

为稳定泛函,α起着平衡两项的作用,称为正则化参数.通常取Ω(̂X)=‖̂X‖2H =̂XTĤX,其中H 为正则化矩

阵,式(3)化为

Φ=‖ÂX-L‖2P +α‖̂X‖2H =VTPV+α̂XTĤX=min
X̂

. (4)

将式(4)对X̂ 求导数,并令其为0,得到正则化解

XαH =(ATPA+αH)-1ATPL. (5)

  当复共线性存在时,正则化估计在均方误差意义下是优于LS估计的.为简要说明问题,设权矩阵P及正

则化矩阵H 都是单位矩阵,此时(5)可化为

XOR=(A
TA+αI)-1ATL, (6)

此即常用的岭估计(ordinaryridgeestimation,OR),其中α为岭参数.
分析岭估计与LS估计的差异可知,在观测值服从正态分布的前提下,LS估计为方差最小的无偏估计;

而岭估计是有偏估计,是以少量增加估计的偏倚性为代价,获取方差的大幅减小.如果要减少对这种偏倚性

的危害,则必须对式(6)作出适当的改造.既然正则化方法是针对病态性问题的解决办法,如果要提高解决问

题的效能,就必须对病态性问题作出较为深入的分析诊断,以便更好地采取措施对症下药.对式(6)进一步作

解析,有

XOR=(A
TA+αI)-1ATL=∑

t

i=1

σiu
T
iL

σ2i +α
vi=∑

t

i=1

(
σiu

T
i
􀭾L

σ2i +α
+
σiu

T
iΔ

σ2i +α
)vi. (7)

  病态问题对参数估计的危害,施加在每个参数上的危害的大小是不同的,甚至有很大的差别,文献[8]对
此作了深入研究,提出了待估参数LS估计的信噪比估值的数量指标

fi=
(̂Xi

LS)
2/Var(̂Xi

LS)

VTV/[(n-t)σ20]
, (8)

其中V=AXLS-L 为残差,̂Xi
LS 是参数LS估计第i个分量.式(8)称为参数X 的第i个分量的信噪比估计值.

通过计算每个参数的信噪比估值,可以度量各个参数受病态性危害的差异.将信噪比估值从大到小依次

分为k个等级,对应地将全部t个待估参数分为k 个部分X=(XT
1,X

T
2,…,X

T
k)

T,其中Xs =(xs1
,xs2

,…,

xsis
)T,s=1,2,…,k,i1+i2+…+ik =t.各个部分参数的信噪比估值为F1=(f11,f12,…,f1i1

)T,F2=

(f21,f22,…,f2i2
)T,…,Fk =(fk1,fk2,…,fkik

)T.第1部分X1 信噪比估值最大,它们受复共线性的危害较

小;第2部分X2次之,……,第k部分Xk 信噪比估值最小,它们受复共线性的危害最大.根据危害大小的不同

制定正则化策略:对X1的LS估计作最小的修正,对X2作稍大的修正,……,对Xk 作最大的修正,构造对角

矩阵
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Di=diag(
σi

σ2i +α1
,…,

σi

σ2i +α1
,

σi

σ2i +α2
,…,

σi

σ2i +α2
,…,

σi

σ2i +αk

,…,
σi

σ2i +αk

),

由此,得到多参数岭估计

XMPR=∑
t

i=1
Diu

T
iLvi, (9)

其中αk >αk-1 > … >α2>α1>0为k个修正岭参数,其中最大的岭参数αk 利用L曲线法[1]得到,其余

岭参数αi=αk·
fk1

fi1

,i=1,2,…,k-1.进而实现对部分参数X1 作较少修正,对X2 作稍大的修正,……,对

Xk 作最大的修正.
式(9)是对岭估计(7)的进一步改造,以减少偏差.为了得到更精确的估计,对LS估计求和项中较大的奇

异值对应的项施以保护,以减少估计偏差.构造

XMSVC=∑
s

i=1

uT
iL
σi

vi+∑
t

i=s+1
Diu

T
iLvi (10)

称为基于信噪比检验的多奇异值修正估计(multiplesigularvaluescorrectionestimation,MSVC).按文献

[1]中的方法选取截断参数s,即选取满足

(∑
s

i=1

1
σi

)/(∑
t

i=1

1
σi

)⩾95%, (11)

式(11)的最小整数.

MSVC估计中,若Di(s+1⩽i⩽t)均为零矩阵,̂XMSVC=∑
s

i=1

uT
iL
σi

vi,则MSVC估计退化为XTSVD估计;

若s=t,α1=α2=…=αk =α,̂XMSVC=∑
t

i=1

σiu
T
iL

σ2
i +α

vi,此时,MSVC估计退化为X̂OR 估计.与TSVD法相比,

MSVC方法没有舍弃小的奇异值,减少了估计误差,解的保真效果提高;与OR估计相比,OR估计中的岭参

数对全部奇异值都进行了修正,MSVC方法仅仅修正了小奇异值,大奇异值保持不变,减少了估计的偏差.因
此,MSVC方法既吸收了TSVD法和OR估计的优点,又克服了它们的一些缺点,提高了解算质量.

综上,MSVC估计是基于信噪比检验的结果,对岭估计进行精细化的改进,既有效降低估计的方差,又
减少了偏差的引入.MSVC算法的主要步骤为:

步骤1 对未知参数作LS估计,将各个参数的信噪比估值分别计算出来,按其大小分为k类,对应地将

未知参数也分为k类;
步骤2 对A 作奇异值分解,并按式(11)确定截断参数s;

步骤3 先利用L曲线法求岭参数,确定为较大的岭参数αk,再确定较小的岭参数αi=αk·
fk1

fi1

,i=1,

2,…,k-1,由此构造矩阵Di;
步骤4 根据式(10)计算得到估计结果.

2 MSVC方法性质研究

文献[17]提出了PSVC方法,并深入讨论了其优良的性质.现按照文献[17]的研究思路,对新提出的

MSVC估计方法作比较深入的研究,得到下面一些性质.
性质1 X̂MSVC 是X 的一种有偏估计,̂XMSVC 将常用估计X̂TSVD 及X̂OR 在形式上进行了统一.

证明 X̂MSVC 的期望为E(̂XMSVC)=E(∑
s

i=1

uT
iL
σi

vi +∑
t

i=s+1
Diu

T
iLvi)=∑

s

i=1

uT
iAX
σi

vi +∑
t

i=s+1
Diu

T
iAXvi =

(∑
s

i=1
viv

T
i +∑

t

i=s+1
σiDiviv

T
i)X.故 X̂MSVC 的偏差向量为E(̂XMSVC)-X =(∑

s

i=1
viv

T
i +∑

t

i=s+1
σiDiviv

T
i)X -X =
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(∑
s

i=1
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i=s+1
σiDiviv

T
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t

i=1
viv

T
i)X=∑

t

i=s+1

(σiDi-I)viv
T
iX.

性质2 X̂MSVC 是LS估计的一个线性变换,并且是一种压缩型有偏估计.

证明 X̂MSVC =∑
s

i=1

uT
iL
σi

vi +∑
s

i=s+1
Diu

T
iLvi =∑

s

i=1

viu
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iL
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+∑
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j
)̂XLS.

令􀭾V=(
v1
σ1

,…,
vs

σk

,Ds+1vs+1
,…,Dtvt),则X̂MSVC=􀭾VΛV

T̂XLS≙K̂XLS,所以X̂MSVC 是LS估计的一个线性

变换.又因为 ‖̂XMSVC‖=‖􀭾VΛVT̂XLS‖ ⩽ ‖􀭾VΛ‖·‖V
T‖·‖̂XLS‖ ⩽ ‖V‖·‖V

T‖·‖̂XLS‖=

‖̂XLS‖,所以X̂MSVC 是X 的一种压缩型有偏估计.
性质3 在 椭 球 XTRX <σ2

0 内,MSE(̂XMSVC)< MSE(̂XLS),其 中 R = (K -I)T[(ATA)-1 -

K(ATA)-1KT]-1(K-I).即在椭球内,估计X̂MSVC 从均方误差意义下,比LS估计更佳.
证明 只需证明 MSEM(̂XMSVC)< MSEM(̂XLS).因为 MSEM(̂XLS)=σ

2
0(A

TA)-1,且

MSEM(̂XMSVC)=Cov(̂XMSVC)+(X-E(̂XMSVC))(X-E(̂XMSVC))
T, (12)

  由X̂MSVC=K̂XLS,代入式(12),得 MSEM(̂XMSVC)=σ2
0K(A

TA)-1KT+(K-I)XXT(K-I)T.
要使 MSE(̂XMSVC)< MSEM(̂XLS)成 立,只 需 证 明 (K -I)XXT(K -I)T <σ2

0[(A
TA)-1 -

K(ATA)-1KT].
根据定理[10]中“若d>0,N 为正定的,X≠0,则dN-XXT>0当且仅当XTN-1X<d”可知,只要满

足XT(K-I)T[(ATA)-1-K(ATA)-1KT]-1(K-I)X ≙XTRX <σ2
0.

  性质4 与X̂LS 相比,̂XMSVC 方差较小而偏差较大;与X̂OR(α2)相比,̂XMSVC 方差较大而偏差较小,其中

X̂OR(α2)表示岭参数为α2 的 OR估计.

证明 因为Cov(̂XLS)=σ2
0(A

TA)-1=σ2
0∑

t

i=1

viv
T
i

σ2
i

,且

Cov(̂XMSVC)=Cov(􀭾VΛV
T̂XLS)=􀭾VΛV
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T)T=σ20􀭾V􀭾V
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T=σ20(∑
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T
i
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+∑

t

i=s+1
Diviv

T
iD

T
i),

Cov(̂XOR(α2))=Cov((A
TA+α2I)

-1ATL)=σ20(A
TA+α2I)

-1ATA(ATA+α2I)
-1=

V(Λ2+α2I)
-1Λ2(Λ2+α2I)

-1VT=σ20∑
t

i=1

(
σi

σ2i +α2
)2viv

T
i .

  对比Cov(̂XLS),Cov(̂XMSVC),Cov(̂XOR(α2)),由于0<
σi

σ2
i +αk

I<Pi<
1
σi
I,可得出Cov(̂XOR(α2))<

Cov(̂XMSVC)<Cov(̂XLS).

进一步,由E(̂XOR(α2))=V(Λ
2+α2I)

-1Λ2VTX=∑
t

i=1

(
σ2

i

σ2
i +α2

vT
ivi)X 可得偏差为X-E(̂XOR(α2))=

∑
t

i=1

α2

σ2
i +α2

vT
iviX.对比式(12)与X-E(̂XOR(α2)),由于

I-σiDi=diag(
α1

σ2i +α1
,…,

α1
σ2i +α1

,…,
αk

σ2i +αk

)<
αk

σ2i +αk

I,

所以 ‖X-E(̂XLS)‖ < ‖X-E(̂XMSVC)‖ < ‖X-E(̂XOR(α2))‖.
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综上可得,̂XMSVC 与X̂LS比较,偏差略有增加换取方差较大下降,̂XMSVC 与X̂OR(α2)比较,方差略有增加

换取偏差较大下降.

3 数值模拟

下面给出一个空间坐标转换的算例[18].在纬度30°~30°10'经度120°~120°10'范围内,以单位长1作等

间隔模拟121个点,并假定每个点的大地高均为0m.若原坐标系为 WGS84坐标系,新坐标系为BJ54坐标

系,给定Bursa模型的7个参数:X0=100m,Y0=200m,Z0=300m,εx=2″,εy=3″,εz=4″,δμ=2×10-6

m.分别计算121个点在两个坐标系下的坐标,令其为坐标真值.选择其内部的9个点为控制点(49、50、51、

60、61、62、71、72、73点),控制点中加入高斯白噪声服从正态分布 N(0,0.05).分别采用LS、TSVD、OR与

MSVC的算法计算出转换参数.分别利用这4种算法得到的转换参数,计算出转换坐标,并求其与坐标真值

的差,求出中误差,作外推精度.按下述公式计算m= (∑
n

i=1

(Δx2+Δy2+Δz2))/n,式中Δx,Δy,Δz 为转

换坐标与真值坐标之差,n=112为外围点数.共作500次模拟,产生500个中误差.图1表示由LS、TSVD、

OR与 MSVC算法得到的外推精度.

分析以上结果,LS方法的解算质量很差,TSVD、OR和 MSVC方法提高了求解质量,其中特别是 MS-
VC方法的解算效果最佳.

4 结 论

MSVC估计综合运用了病态性问题的3种处理技术———TSVD方法、OR方法和基于复共线性诊断的

正则化方法,充分发挥各种处理病态性问题的方法的优势,弥补了各项方法单独使用的不足之处.通过数值

试验表明,与OR估计和TSVD估计相比,MSVC估计的解算精度更高.
进一步,本文论证了 MSVC估计是对TSVD估计和OR估计形式的统一,给出了 MSVC估计在均方误
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差意义下优于LS估计的条件.从分析偏差和方差的角度,论证和比较了 MSVC估计、LS估计和OR估计各

自的特点.MSVC估计的优势在于,与LS估计相比,其偏差略有增加换取方差较大下降;与 OR估计相比,
其方差略有增加换取偏差较大下降.

表1 外推精度统计

Tab.1 Extrapolationaccuracystatistics m

方法 误差均值 最大误差 最小误差

LS 11.1571 11.2047 11.1034

TSVD 0.4042 0.4470 0.3980

方法 误差均值 最大误差 最小误差

OR 0.0873 0.1648 0.0187

MSVC 0.0800 0.1473 0.0132
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troducedandthesolutionoflinearbackwarduncertaindifferentialequationisgiven.Secondly,consideringthatthetheoryof
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izedbylinearbackwarduncertaindifferentialequationisestablished.
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Abstract:Inordertosolvethemulticollinearityprobleminlinearmodels,amultisingularvaluescorrectionestimation
basedonthesignal-to-noiseratioestimationisproposed.Thehazardsofmulticollinearitytoparametersinthemodelarediffer-
ent,whichcanbemeasuredbythesignal-to-noiseratioestimation,soastoclassifytheparametersaccordingtothedifferent
hazarddegrees,andatthesametime,thehazardsmechanismofthemulticollinearitytodesignmatrixisobtained.Basedon
this,combinedwiththeideasofORestimationandTSVDestimation,anewMSVCestimationisproposed.Itisdemonstrated
thattheMSVCestimationisaunificationoftheTSVDestimationandtheORestimationforms.ThecharacteristicsofMSVC
estimation,LSestimationandORestimationarecompared.TheadvantagesofMSVCestimationareasfollows:Comparedwith
LSestimation,itachievesasignificantreductioninvarianceatthecostofaslightincreaseinbias;comparedwiththeOResti-
mate,thevarianceincreasesslightly,inexchangeforalargedecreaseinbias.NumericalexperimentsshowthattheMSVCes-
timationhashighcalculationaccuracy.

Keywords:SNR;multicollinearity;ridgeestimation;singularvalue;multipleparameters
[责任编校 陈留院 杨浦]

28 河南师范大学学报(自然科学版)                2026年


	2026_1_08.pdf
	2026_1_10

