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【主持人按语】甲骨文作为中华民族珍贵的文化遗产,是研究商周社会历史与汉民族语言文

字起源的重要载体.近年来,随着人工智能、大数据等新一代信息技术的迅猛发展,甲骨学研究正迎

来智能计算与人文科学深度融合的重大机遇.党和国家高度重视中华优秀传统文化的传承与创新,
强调要运用现代科技手段加强古籍保护与整理研究,推动中华优秀传统文化的创造性转化与创新

性发展.在此背景下,积极探索甲骨文图像修复、分期断代与智能识别等前沿方向,已成为推动古文

字数字化、智能化发展的重要路径.在论文《R2PixGAN:一种高效的甲骨文拓片去噪新方法》中,作
者提出了一种基于生成对抗网络的拓片图像去噪算法,显著提升了甲骨拓片的清晰度与可辨识度.
在论文《FEC-PVT:基于PVT架构的甲骨钻凿图像分割网络》中,作者构建了融合特征增强与上下

文感知的钻凿形态分析模型,为甲骨钻凿工艺的智能识别与分类提供了有效工具.

R2PixGAN:一种高效的甲骨文拓片去噪新方法
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  摘 要:随着技术的发展,深度学习在图像去噪领域取得了显著的效果.然而,由于甲骨拓片往往同时包括各

种噪声,现有的去噪模型无法适应甲骨文独特的字形和复杂的文字背景.针对上述挑战,提出了一种基于条件对抗

网络(Pix2Pix)的图像去噪方法 R2PixGAN.在该方法中,生成器采用了 R2U-Net模型,该模型不仅保留了传统

U-Net在特征提取方面的优势,还通过引入循环神经网络(RNN)结构,进一步提升了图像重建能力,同时增强了去

噪效果.此外,还将感知损失纳入模型,以更好地保留原始图像的关键细节和特征.实验结果表明,R2PixGAN在

PSNR和SSIM分数方面优于对比实验,图像去噪效果得到了明显的提升.
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甲骨文拓片作为中国古代文化遗产的重要组成部分,承载着丰富的历史和文化信息.然而,由于长期的

埋藏和保存过程中的各种因素,甲骨文拓片往往受到噪声的严重干扰,出现文字模糊不清,难以辨识.这不仅
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给甲骨文的解读和研究带来了极大的困难,也限制了其作为文化遗产的保存和传播.因此,研究破损文字图

像的去噪方法,对于人类历史的保存和发展无疑具有重要意义.
近年来,深度学习技术快速发展,图像去噪迎来了新的研究途径.Pix2Pix[1]通过对抗训练和精心设计的

损失函数,能够将带有噪声的图像直接映射到无噪声的真实目标图像上,从而显著提高了生成图像的质量和

逼真度.通过生成对抗网络(GANs)[2]的训练,Pix2Pix的生成器与判别器相互对抗,促使生成器不断改进图

像去噪的效果,使去噪后的图像更加逼真且保留更多的细节信息.TransUNet[3]和UFormer[4]等方法则在传

统的U型网络架构中引入了自我注意力模块,这些模型结合了卷积神经网络(CNN)的局部特征捕捉能力和

Transformer的全局建模能力,通过在编码和解码过程中堆叠多头自注意力机制,有效捕捉图像的长程依赖

关系和全局特征,从而在去噪过程中更好地恢复图像的细节信息.与传统的卷积神经网络不同,自我注意机

制使模型能够关注图像中重要的区域,并在不同尺度下整合全局与局部信息,从而提升了去噪效果.
尽管目前已有一些去噪网络被应用于甲骨文拓片的处理,但由于甲骨文独特的字形结构以及复杂的背

景纹理,使得传统的去噪技术往往难以在去除噪声和保留关键细节之间取得理想的平衡,从而影响了处理后

甲骨文的清晰度、完整性和准确性.因此,现有去噪方法在处理甲骨拓片时面临两大主要问题:一是现有模型

对复杂背景噪声的去除能力有限,可能会过度去噪,出现文字笔画的细节丢失;二是现有方法在保留甲骨文

独特的字形结构和语义一致性方面存在不足,这可能影响去噪后图像的实际应用.为了解决这些问题,本文

提出了一种新的图像生成网络结构,称为R2PixGAN.该方法将Pix2Pix[1]中的生成器替换为R2U-Net[5].
R2U-Net[5]基于U-Net[6]架构,通过其多层次的特征提取、残差连接和循环机制,使其能够在不同尺度上捕

捉甲骨文的关键特征.此外,为了进一步提升去噪后的甲骨文图像的质量,还引入了感知损失,引导生成器关

注图像的高层语义特征和感知质量,使去噪后的甲骨拓片图像在视觉效果上更加清晰自然.本文实验在甲骨

文数据集上进行了测试,并与现有先进的图像去噪模型Pix2Pix[1]、TransUNet[3]、UFormer[4]、CharForm-
er[7]、MaskedDenoising[8]进行比较,结果表明本文所提出的算法在客观指标和视觉效果上都有明显的提升.

1 相关工作

1.1 图像修复

在图像修复任务领域,研究的主要目标是通过去除图像中的各种失真或损坏,从而使图像能够更加接近

真实场景.随着深度学习技术的兴起,特别是卷积神经网络(CNNs)[9]的发展,图像修复领域取得了显著进

展.ZHANG等[10]提出了一种名为SCUNet的方法,该方法利用了深度卷积网络的强大特性去除多种类型

的噪声.SeNM-VAE[11]结合了变分自编码器(VAE)和半监督学习,利用少量的标注数据来提高模型性能.
LG-BPN[12]采用了局部和全局的双边传播机制来增强去噪效果.此外,随着视觉转换器(ViT)[13]的兴起,自
注意力机制逐渐也被应用于图像处理领域.图像处理转换器(IPT)[14]利用自注意力机制在全局特征建模方

面的优势,从而在复杂的图像退化问题展现优异的性能.ZHU等[15]提出了一个结合扩散模型和Plug-and-
Play策略的图像恢复方法,能够在无需重新训练的情况下,灵活地处理各种图像恢复任务.此外,DA-CLIP
网络[16]旨在通过结合去噪机制和视觉-语言模型(CLIP)[17],利用语言信息与图像信息的协同作用,来提高

图像去噪的效果.
1.2 文本图像去噪

文本图像的去噪已经成为一个越来越受关注的话题,过去的研究比较了多种基于物理的中文字符图像

降噪方法,例如最小化全变分[18]和小波变换[19]等技术.然而,这些方法在实际应用中的表现不佳,因为真实

世界的字符图像退化比合成噪声更复杂.为了解决这个问题,研究者针对某些类型的噪声设计专门的去噪方

法.例如,GANGAMMA等[20]提出了一种基于积分的去噪方法,用于恢复退化的历史文献图像中的不均匀

背景.
最近,一种基于残差学习的局部自适应阈值算法被提出,用于处理具有不均匀光照和低对比度的历史文

献图像[21].ZHANG等[22]通过引入高斯噪声和椒盐噪声的建模,应用于中文书法字符图像的去噪处理.然
而,这些方法的去噪效果仍然存在一些不足.主要问题在于它们难以同时满足两个关键目标:一方面是高效
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去除噪声,另一方面是确保字符笔画的完整性,避免因噪声去除而导致笔画的细节丢失.

2 本文方法

2.1 模型框架

R2PixGAN由一组生成器和判别器构成,其中生成器采用了R2U-Net[5]模型,判别器使用了Pix2Pix
中的PatchGAN[23]结构,模型结构如图1所示.在模型的训练过程中,生成器G 以带有噪声的甲骨文拓片图

像x 作为输入,通过多层卷积网络的特征提取与还原过程生成去噪图像G(x).在这一过程中,生成器逐步学

习如何有效去除噪声,同时保留甲骨文图像中的关键细节.判别器D 则用于评估生成器输出图片的质量,通
过对输入图像(包括真实图像y 和生成图像G(x))的判别,判断其真实性.判别器的反馈帮助生成器逐步改

进其去噪能力,目标是生成的去噪图像G(x)足够逼真,使得经过训练的判别器D 无法区分G(x)与真实图

像y.这种对抗性训练策略有效提升了去噪图像的质量,确保了细节的还原和整体的真实性.

2.2 R2U-Net生成器

为实现高质量的图像去噪,生成器采用了R2U-Net[5]模型.如附录图S1所示,编码器部分从输入图像开

始,通过多个卷积层逐步提取特征,此外,编码器的每一层均采用残差连接,能够缓解深层网络训练中的梯度

消失问题,并增强特征的表达能力.
在解码器部分,从编码器输出的高维特征图开始,通过多层卷积逐步恢复图像细节.解码过程中,采用反

卷积操作还原图像的空间尺寸,同时结合残差连接,将编码器对应层的特征图与解码器拼接在一起.这种结

构不仅保留了图像的局部细节信息,还在全局特征的基础上补充了低层次的纹理细节.最后,解码器通过卷

积层生成与输入尺寸相同的特征图,输出最终的去噪图像.
2.3 MicroPatch判别器

在GANs训练过程中,生成器的目标是通过判别器提供的梯度反馈不断优化自身参数,以生成更真实

的去噪图像.然而,当输入图像仅存在局部噪声时,传
统的全局判别器无法有效识别这些噪声的存在.为了

解决这个问题,在训练过程中引入了局部判别器机制.
将输入图像划分为多个固定大小的局部区域,局部判

别器独立地对每个小区域进行判别.与整幅图像进行

整体判断相比,这些局部噪声区域的输出得分较低,提
供了更具针对性的梯度信息.

如图2所示,判别器模型采用了PatchGAN[23]结
构.PatchGAN判别器将输入图像划分为多个固定大

小的局部区域,分别对每个区域的真实性进行评估,以
判断其是否源自真实图像或是由生成器产生的合成图

像.最终,每个局部区域都会获得一个对应的真实性评

分,以所有局部区域的平均响应值作为整张图像的综

合判断结果.
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2.4 损失函数

2.4.1 对抗损失

对抗损失[2]是GANs中的关键组成部分,用于训练生成器和判别器.对抗损失的设计包括以下两个

方面:

a)生成器对抗损失:生成器的目标是生成尽可能逼真的图像.生成器的对抗损失可以表示为:

LG
GAN=Ex,y

[ln(1-D(x,G(x)))],
其中x 代表输入图像,y代表目标图像,G(x)是生成的图像,D(x,G(x))是判别器对生成图像的判断概率.
b)判别器对抗损失:判别器希望能够准确地区分真实图像和生成图像.判别器的对抗损失可以表示为:

LD
GAN=Ex,y

[lnD(x,y)]+Ex,z[ln(1-D(x,G(x)))],
其中D(x,y)是判别器对真实图像的判断概率,D(x,G(x))是判别器对生成图像的判断概率.

总对抗损失是这两个部分的总和,公式如下:Ladv(G,D)=LG
GAN+LD

GAN.
2.4.2 L1损失

在图像去噪任务中,仅依赖对抗损失无法完全确保有效的去噪.为了解决这一问题,Pix2Pix[1]将对抗损

失[2]与L1损失[24]相结合,从而在有效去除噪声的同时保留图像的细节和结构.L1损失[24]可以表示为:

LL1(G)=
1
N∑

N

i=1
|G(x)i-yi|,其中,N 是图像中像素的总数,G(x)i 是生成图像在位置i的像素值,yi 是

目标图像在位置i的像素值,|·|表示绝对值.
2.4.3 感知损失

传统的L1损失[24]不足以捕捉甲骨文的复杂细节和结构.而感知损失[25]则通过使用卷积神经网络提取

的特征图来衡量图像之间的差异,使得模型在训练时更加注重结构性信息的保留.因此,在本工作中,引入了

感知损失函数,旨在通过引入更具表达能力的特征级别差异度量,改善模型的细节保留能力,其计算方法如下:

Lper=
1
N∑

N

i=1

(Fi(x)-Fi(y))
2,其中,x是输入图像,y是目标图像,Fi(x)和Fi(y)分别表示它们在预训练

神经网络第i层中的特征表示,N 是特征层的数量.
2.4.4 总损失

λ1 和λ2 是每个损失项的权重因子,用于平衡不同损失的影响.所有损失项,完整的目标函数被表述为:

L(G,D)=Ladv(G,D)+λ1LL1(G)+λ2Lper
,其中,λ1和λ2是每个损失项的权重因子,用于平衡不同损失的影响.

3 实验

3.1 数据集

甲骨文字图像去噪数据集来自河南省甲骨文信息处理教育部重点实验室.该数据集包含41957组甲骨

文图像,每组图像包括带噪声图像及对应的无噪声图像,每张图像的宽度和高度为130像素.该去噪数据集

被划分为训练集和测试集,从中选择了5000组甲骨文图像用于网络的训练,并选择了40组图像用于测试.
3.2 实验设置

R2PixGAN模型在深度学习平台PyTorch上实现,并使用A100GPU和Python3.8进行训练.训练时

采用Adam优化器,并运行200个epoch.初始学习率设置为0.0001,批量大小设置为32.训练使用的数据集

图像尺寸为128×128.在以下实验中,总损失函数的超参数设置为λ1=100,λ2=5.
3.3 对比分析

在本节中,与其他图像去噪模型进行了对比分析,附录图S2展示了可视化结果.从生成的图像可以看

出,Pix2Pix[1]去噪后依然存在大量噪声;TransUNet[3]在一些笔画较为复杂或背景噪声较强的区域依旧残

留较多噪声;MaskedDenoising[8]在准确修复甲骨文的字体笔画方面仍然存在较大不足.相比之下,本文的模

型通过引入R2U-Net生成器和感知损失,不仅能够有效去除复杂噪声,还能更准确地恢复甲骨文的细节和

结构特征.
表1展示了各模型在PSNR和SSIM指标下的具体评估结果.Pix2Pix[1]在笔画细节完整性和图像真实
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性上效果较差;而TransUNet[3]在处理复杂背景噪声时效果有限,PSNR和SSIM 分数仍不理想.UForm-
er[4]和CharFormer[7]的指标也有提高,但在笔画的连续性和完整性方面依旧存在较大不足.

表1 不同图像去噪模型的客观指标评价结果

Tab.1 Evaluationresultsofdifferentimagedenoisingmodelswithobjectivemetrics

Methods Pix2Pix TransUNet UFormer CharFormer Masked Ours

PSNR↑ 16.66 17.98 18.90 19.87 19.88 21.40

SSIM↑ 0.829153 0.813623 0.588915 0.685689 0.764513 0.924612

3.4 效率分析

为了评估R2pixGAN的效率,从计算复杂度(FLOPs)、参数量(Params)以及推理时间(Runtime)等多

个维度对其进行全面分析.表2显示了不同模型在这些指标上的对比结果.虽然R2pixGAN的参数量相比部

分模型略有增加,但其显著的去噪效果充分证明了计算开销的合理性和必要性.
表2 不同模型之间的效率比较

Tab.2 Comparisonofefficiencybetweendifferentmodels

Metrics Pix2Pix TransUNet UFormer CharFormer Masked Ours

FLOPS/G 5.28 63.74 10.27 24.56 73.70 39.00

Params/M 44.59 22.75 20.60 13.93 3.30 41.85

Runtime/s 0.010 0.035 0.027 0.037 0.042 0.030

3.5 消融实验

为了评估所提方法中每个组件的贡献,进行了以下消融实验,结果如表3所示.可以看出,每个组件的引

入或移除都会影响去噪效果.完整的模型在去噪任务中取得了最佳的结果.
表3 在甲骨文数据集上的消融实验

Tab.3 Ablationexperimentsontheoracledataset

Variants Base V1 V2 V3

PerceptualLoss w/o √ √ w/o

R2U-Net w/o w/o √ √

PSNR↑ 16.66 17.02 21.40 20.82

SSIM↑ 0.829153 0.838868 0.924612 0.891416

  在局部消融实验中,图3显示了不同配置下生成的去噪

图像.R2U-Net的引入显著增强了去噪性能.在加入感知损

失后,去噪效果得到了明显改善.这表明感知损失能够引导

网络关注目标图像的高级特征,从而使生成的去噪结果更接

近于真实图像,并显著提升了细节的保留效果.
3.6 泛化实验

为了验证R2pixGAN模型的泛化能力,从OBI-241数据集中的扫描字里随机挑选了100张甲骨文图片

进行测试.实验结果如图4所示.
相比其他模型,R2pixGAN不仅有效抑制了复杂背景噪声,还较好地保留和还原了字符的细节与结构

完整性.尤其是在绿色框标注的区域,R2pixGAN显示出更清晰、自然的字符边缘,充分展现了其在复杂噪声

环境下的泛化能力.

4 结 论

本研究提出了一种基于条件对抗网络的图像去噪模型R2PixGAN.该模型由R2U-Net生成器和Patch-
GAN的判别器组成.由于其独特的编码器-解码器结构、残差连接、有效的特征学习以及对不同类型噪声的

鲁棒性,R2U-Net在去噪效果、细节保留、适应性和性能评估方面表现出色.此外,在R2PixGAN中加入了感
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知损失,以减少图像中的失真和伪影,从而提高生成图像的质量.实验结果表明,本文提出的方法在甲骨拓片

去噪方面优于其他去噪方法.

  附录见电子版(DOI:10.16366/j.cnki.1000-2367.2024.12.11.0004).
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R2PixGAN:anefficientnewmethodfordenoisingoraclebonetopographies

WangShibina,b,WangYuc,YuQic,LiuDongb,YanJuanc

(a.SchoolofComputerandInformationEngineering;b.HenanProvincialKeyLaboratoryofArtificialIntelligenceandPersonalized

LearninginEducationHenan;c.OracleIntelligentComputingLaboratory,HenanNormalUniversity,Xinxiang453007,China)

  Abstract:Deeplearninghasshownstrongeffectsinimagedenoising.However,existingmodelsoftenfailtohandleora-
clebonerubbingswhichcontaincomplexnoiseanduniquecharacterstructures.Tosolvethis,weproposeR2PixGAN,ade-
noisingmethodbasedonPix2Pix.ItusesanR2U-NetasthegeneratorwhichkeepsthebenefitsofU-NetandaddsRNNtoim-

proveimagerebuildinganddenoising.Wealsoincludeaperceptuallosstokeepkeydetails.TestsshowthatR2PixGANgets
higherPSNRandSSIMscoresthanothermethods,provingitsbetterperformance.

Keywords:imagedenoising;oracleboneinscriptions;perceptualloss
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